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Abstract— The Internet has experienced explosive
growth since its commercialization. The sizes of the rout-
ing tables have increased by an order of magnitude over
the past six years. This dramatic growth of the routing ta-
ble can decrease the packet forwarding speed and demand
more router memory space. In this paper, we explore the
extent that various factors contribute to the routing table
growth and predict the future rate of growth of the routing
table. We first perform measurement study to determine
the extent that factors such as multi-homing, failure to ag-
gregate, load balancing, and address fragmentation con-
tribute to routing table size, and find that only 20 — 30% of
prefixes are due to multi-homing,15 — 20% of prefixes are
due to failure to aggregate20 — 25% of prefixes are due to
load balancing, and more than75% of prefixes are due to
address fragmentation. This leads us to group all prefixes
that are not aggregated due to either failure to aggregate
or address fragmentation. We find that the number of pre-
fix clusters is no more than20% of the number of prefixes.
We explore the extent that load balancing contributes to
the number of prefix clusters. Furthermore, we predict the
growth pattern of prefixes and prefix clusters by observing
power-laws on prefixes and prefix clusters. The number of
prefixes grows much faster than the number of prefix clus-
ters does. To the best of our knowledge, this is the first
study on the explosive growth of routing tables by system-
atically comparing factors that contribute to the growth
and by observing routing table growth patterns.

. INTRODUCTION

The Internet has experienced explosive growth since
its commerciaization. The Internet is divided into thou-
sands of autonomous systems (A Ses), each of which con-
sists of networks of hosts or routers administrated by a
single organization. Hosts and routers are identified with
32-hit |P addresses, which brings to a total of 22 (more
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than 4 billion) possible | P addresses. To ensure the scal-
ability of the Internet routing infrastructure, |P addresses
are aggregated into contiguous blocks, called prefixes.
Routers exchange reachability information for each pre-
fix using the Border Gateway Protocol (BGP). Asacon-
sequence, each BGP routing table entry contains reacha-
bility information for a single prefix. The size of a BGP
routing table is the number of prefixes contained in the
routing table. The size of routing tables has risen from
10,000 to 100,000 over the past six years [1], [2]. This
dramatic growth of the routing table can decrease the
packet forwarding speed and demand more router mem-
ory space. Some experts have predicted that if the router
memory is to keep pace with the growth of the routing ta-
bles, each router will require gigabits of memory within
the next two years. In this paper, we explore the extent
that various factors contribute to the routing table growth
and predict the future rate of the growth of the routing
table.

A prefix consists of a 32-bit IP address and a mask
length (e.g., 1.2.3.0/24 represents IP block 1.2.3.0-
1.2.3.255). Since the introduction of Classless Inter-
domain Routing (CIDR) [3], [4], [5], [6], a prefix can
be of any length. This enables more aggressive route ag-
gregation in which a single prefix is used to announce
the routes to multiple prefixes. For example, prefixes
1.2.3.0/24 and 1.2.2.0/24 can be aggregated as prefix
1.2.2.0/23, and prefixes 1.2.2.0/23 and 1.2.3.0/24 can be
aggregated as prefix 1.2.2.0/23. Route aggregation, how-
ever, might not always be performed. First, an AS can
aggregate its prefix with its provider’s only when the AS
is single-homed, i.e., the AS has only one provider. For
amulti-homed AS, which has multiple providers, its pre-
fix(es) cannot be aggregated by all of its providers. Sec-
ond, an AS may choose not to aggregate prefixes orig-
inated by it. One reason that an AS originates several
prefixesisthat an ASfails to aggregate aggregatable pre-
fixes originated by it. The second reason that an AS orig-



inates several prefixes is load balancing. An AS origi-
nates several prefixes so asto perform load balancing by
reaching different prefixes via different AS paths. The
third reason that an AS originates severa prefixes is ad-
dress fragmentation. Address fragmentation is caused by
aset of prefixes originated by the same ASthat cannot be
summarized by one prefix.

We explore the extent that factors such as muilti-
homing, failure to aggregate, load balancing, and address
fragmentation contribute to routing table size. We exam-
ine the BGP routing table from the Route Views server,
present techniques to quantify and perform measurement
study on these factors. We find that multi-homing intro-
duces around 20 — 30% extra prefixes. Next, we explore
how load balancing can contribute to routing table size
and show that load balancing introduces around 20— 25%
extra prefixes. However, multi-homing and load balanc-
ing are necessary trends and cannot be eliminated. This
leads us to consider how the failure to aggregate can af-
fect the routing table size and find that failure to aggre-
gate increases the routing table size by only 15 — 20%.
Finally, we explore the extent that address fragmentation
contributes to the routing table size and find that address
fragmentation contributes to more than 75% of routing ta-
blesize. Clearly, address fragmentation contributes to the
routing table size the most. Thisleads us to introduce the
concept of the prefix cluster, the maximal set of prefixes
originated by the same AS that are not aggregated due to
either failure to aggregate or address fragmentation. In
other words, a prefix cluster isamaximal set of prefixes
among which no load balancing is performed, i.e., that
are announced identically by any router. We show that
the number of prefix clusters is no more than 20% of the
number of prefixes.

Clearly, the extent of load balancing directly affectsthe
number of prefix clusters. We explore the extent of load
balancing by determining the percentage of ASesthat do
not perform load balancing among its prefixes and the
percentage of ASes that perform load balancing beyond
the last hop. We observe that approximately half of the
ASesdo not perform load balancing and among those that
do, morethan half perform load balancing beyond the | ast
hop. Moreover, the percentage isrelatively constant over
the last three years.

It is important to predict the future growth pattern of
prefixes and prefix clusters. To do so we take advantage
of an observation that both the number of prefixes and
the number of prefix clusters originated by an AS can
be approximated by power-laws. Using these power-law
approximations, we estimate the number of prefixes and
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the number of prefix clusters given the number of ASes.
We can predict the number of prefixes and prefix clus-
ters as the number of ASes grows. We observe that the
number of prefixes grows much faster than the number of
prefix clusters does. To the best of our knowledge, this
isthe first study on the explosive growth of routing table
by systematically comparing factors that contribute to the
growth and by observing routing table growth patterns.

The remainder of the paper is structured as follows.
Section Il presents the background on the Internet rout-
ing. In Section 111, we explore how various factors con-
tribute to the routing table growth and conclude that ad-
dress fragmentation contribute to the routing table size
the most. Section IV explore the effect of load balancing
has on the number of prefix clusters. In Section V, we
predict the growth patterns of the number of prefixes and
the number of prefix clusters by observing power-laws.
We conclude the paper in Section VI with asummary and
further work.

Il. INTERNET ROUTING

In this section, we first describe the Internet architec-
ture. We then present how | P addresses are allocated and
route aggregations are performed to ensure the scalability
of the Internet routing architecture. Finally, we describe
the content of BGP routing tables.

A. Internet Architecture

The Internet consists of alarge collection of hosts in-
terconnected by networks of links and routers. The In-
ternet is divided into thousands of autonomous systems,
each of which is administrated by a single organization.
Each AS in the Internet is represented by a 16-bit AS
number. An AS has its own routers and routing policies,
and connects to other ASes to exchange traffic with re-
mote hosts. ASesinterconnect at dedicated point-to-point
links or public Internet exchange points (IXPs) such as
MAE-EAST or MAE-WEST. We model the connectivity
between ASesinthelnternet asan ASgraph G = (V, E),
where the node set V' consists of ASesand the edge set £
consists of AS pairsthat exchange traffic with each other.
Two ASes that exchange traffic have either a customer-
provider or peering arrangement. The relationships be-
tween ASes arise from contracts that define the pricing
model and the exchange of traffic between two ASes[7],
[8], [9]. In a customer-provider relationship, the cus-
tomer istypicaly asmaller ASthat pays alarger AS for
access to the rest of the Internet. The provider may, in
turn, be a customer of an even larger AS. In a peering
relationship, the two peers are typicaly of comparable



size and find it mutually advantageous to exchange traf-
fic between their respective customers. Let Provider(u)
denote the set of AS u’s providers and Peer(u) denote
the set of ASw’s peers.

Throughout this paper, we use the AS relationships
derived from the inference algorithm in [10]. [10] uses
the routing policies implied by AS relationships to de-
rive routing table entry patterns and to infer AS relation-
ships based on these routing table entry patterns and on
the heuristic that the size of an AS is typicaly propor-
tional to its degreein the AS graph.

B. IP Addresses

Each IP address is 32 bit long, and there are thus a
total of 232 (more than 4 billion) possible |P addresses.
The scalability of the Internet routing infrastructure de-
pends on the aggregation of |P addresses in contiguous
blocks, called prefixes. We use addr(p) and len(p) to
denote the IP address and the mask length of prefix p re-
spectively. Prior to the standardization of Classess Inter-
domain Routing (CIDR) in 1993, the mask length of a
prefix could only be 8, 16 or 24 which represent Classes
A, B or C respectively. With CIDR, a prefix can consist
of any number of bits. This further improves the scalabil-
ity of routing architecture. For example, an organization
that supports 2,000 hosts needs to acquire at most 2'' 1P
addresses, which means that the prefix for the organiza-
tion can have amask length of 21 bits instead of 16 bits.

IP addresses are allocated in a hierarchical fashion.
A host gets its IP address from the IP block of its or-
ganization's prefix. To acquire an IP address block, an
organization typically contacts its ISP, which allocates
addresses to the organization from its own block of ad-
dresses. An ISP acquires its address block from ei-
ther its own provider or one of three regiona routing
registries: the American Registry for Internet Number
(ARIN, which is responsible for North and South Amer-
ica), the Reseaux |P Europeans (RIPE, which covers Eu-
rope and nearby countries), and the Asia Pacific Network
Information Center (APNIC, which covers Asia). Let
Prefiz(u) denote all the prefixes originated by AS w.

C. Route Aggregation

An ASemploys an inter-domain routing protocol (Bor-
der Gateway Protocol or BGP) to advertise the reachabil -
ity of these prefixes to neighboring ASes. The scalabil-
ity of the Internet routing infrastructure depends on route
aggregation. An AS performs route aggregation by using
the minimum number of prefixes to summarize al of its
IP addresses. Two prefixes are aggregatable if and only
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if the union of IP blocks represented by the two prefixes
can be summarized by a prefix. For example, prefixes
1.2.3.0/24 and 1.2.2.0/24 can be summarized by prefix
1.2.2.0/23, and prefixes 1.2.2.0/23 and 1.2.3.0/24 can be
summarized by prefix 1.2.2.0/23.

Route aggregation is typicaly performed in two situ-
ations. First, routes originated within the same AS can
be aggregated if the aggregated | P addresses represented
by their respective prefixes can be summarized by a sin-
gle prefix. For example, suppose that AS 1 originates
both 1.2.3.0/24 and 1.2.2.0/24. Instead of announcing
both prefixes, AS 1 can announce 1.2.2.0/23 only. Sec-
ond, routes originated by an AS can be aggregated with
the route from the provider of the AS. When an AS an-
nounces a prefix that is contained in its provider’s prefix,
its provider can potentially aggregate the prefix and an-
nounce only the aggregation. For example, suppose AS 2
has only one provider, AS 1. AS 1 has IP address block
1.0.0.0/8 and alocates AS 2 IP block 1.2.0.0/15. Instead
of announcing prefixesfor AS 2 separately, AS 1 can an-
nounce address block 1.0.0.0/8 only. The longest prefix
matching policy alows all traffic directed to AS 2 to go
through AS 1 and in turn to be routed to AS 2.

1.0.0.0/8 \
originate 1.0.0.0/8

1.2.0.0/16 \ /1.2.0.0/16

/]..2.0.0/16 and 2.0.0.08

originate 2.0.0.0/8

1.2.0.0/16 prepend AS1 3 time&

1.2.0.0/16 no AS prepen
1.3.0.0/16 no AS prepend 1.3.0.0/16 prepend AS1 3 times

originate 1.2.0.0/16 and 1.3.0.0/16

Fig. 2. Load balancing for multihomed AS

Route aggregation, however, cannot be performed al
the time. First, an AS may not be able to aggregate its
prefixes with its provider’s. One reason that an AS does
not aggregate with its provider is multi-homing. An AS
is multi-homed if it has multiple providers to ensure con-
nectivity even under the failure of some providers. That
is, ASu ismulti-homed if and only if | Provider(u)| > 1.
Note that we do not classify AS that is multi-homed to a



single provider as a multi-homed AS in this paper. A
multi-homed A S gets its address blocks from either some
or al of its providers, or the Routing Registry directly.
In any case, a multi-homed AS cannot aggregate its pre-
fix(es) with those of its providers'. For example, in Fig-
ure 1, AS1 has two providers: AS2 and AS3. AS1 orig-
inates prefix 1.2.0.0/16, AS2 originates prefix 1.0.0.0/8,
and AS3 originates prefix 2.0.0.0/8. To ensure that AS
1 can be reached via both providers, AS 1 announces
1.2.0.0/16 to both of its providers. AS 2 can announce
1.0.0.0/8 only since it contains 1.2.0.0/16. However, AS
3 has to announce both 2.0.0.0/8 and 1.2.0.0/16. There-
fore, at least one of the providers of a multi-homed AS
has to announce the prefixes originated by the AS. Other-
wise, there isno redundancy provided to the multi-homed
connections. Second, prefixes originated by the same AS
might not be aggregated. One reason that an AS may
not aggregate its prefixes is due to the desire to perform
load balancing. For example, in Figure 2, AS1 announces
1.2.0.0/16 to AS2 prepending AS1 3timesand 1.3.0.0/16
to AS2 without AS prepend. AS1 announces 1.3.0.0/16
to AS3 prepending AS1 3 times and 1.2.0.0/16 to AS3
without AS prepend. This ensures that most of ASes
reach 1.2.0.0/16 viaAS3 and 1.3.0.0/16 viaAS2. There-
fore, the two provider links of AS1 can share the traffic
to ASL. Another reason that an AS may not aggregate
its prefixes is that an AS may fail to aggregate its pre-
fixes even if they are aggregatable and no load balancing
is performed among them. An AS may fail to aggregate
due to the artifact of pre-CIDR practice, where only 8,
16 or 24 bit prefixes are announced. For example, an AS
might originate prefixes 1.2.0.0/16 and 1.3.0.0/16 and an-
nounce them identically to others. Another reason that an
AS may not aggregate its prefixes is address fragmenta-
tion. For example, an ISP might expand to have more
customers and thus have an insufficient number of 1P ad-
dresses. The ISP has to request additional |P address
blocks which might not be aggregatable with its previ-
ously acquired | P address block.

D. Routing Tables

Each BGP speaking router maintains a BGP routing
table, which stores routes received from its neighbors.
Thereisone entry for each destination prefix, which con-
tains a set of candidate routes to reach the prefix. Each
route contains a set of route attributes that includes an
AS path and next hop. Formally, let RouteEntry,(p)
denote the set of routes for prefix p announced to AS .
An AS path is an ordered sequence of ASesthat must be
traversed in order to reach the destination prefix. Thelast
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hop of an ASpath isthelast edge (in the AS graph) of the
AS path. Formally, the last hop of AS path uy, . .., uy, iS
Unp—1,Un-

The size of the routing table is the number of entries
in the table. Since each routing table entry represents a
single prefix, the routing table size is the number of pre-
fixes appeared in the routing table. Therefore, the extent
that route aggregations are performed directly affects the
routing table size. Next, we explore how various factors
contribute to routing table growth. These factors include
multi-homing, failure to aggregate, load balancing, and
address fragmentation.

[1l. CONTRIBUTION TO ROUTING TABLE SIZE BY
VARIOUS FACTORS

In Section |I, we described various factors that con-
tribute to the size of routing table. In this section, we
quantify the extent that these factors contribute to the
routing table size. In particular, we investigate to what
extent that the routing table has been inflated due to
multi-homing, failure to aggregate, load balancing, and
address fragmentation. To this end, we choose to use
BGP routing tables from the Route Views router in Ore-
gon [11], which has the most complete view currently
available. The Router Views router establishes 41 BGP
peering sessions with 1SPs such as tier-1 US providers
and European providers. For adetailed description of the
Route Views server, see [11]. The Route Views server
collects the BGP routing table once every night [12] and
has done so since November 1997. Figure 3 plots the
routing table size of the Route Views router [11] between
1997 and 2000.
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Fig. 3. Routing table size over three years

It is clear that the sizes of BGP routing tables might
differ for different routers or 1SPs. Although the Route



Viewsserver isaspecial passive router, our measurement
data show that it can capture the size of a typical BGP
routing table. Figure 4 shows the number of prefixes an-
nounced by Sprint, Cable& Wireless, and RIPE(Reseaux
IP Europeans) NCC to the Route Views server. We see
that the number of prefixes from Sprint, Cable& Wireless,
and RIP NCC are dl quite close to the routing table size
of the Route Views. In fact, the actual routing table sizes
of these three peers might be larger than the numbers of
prefixes announced by them, since they might not an-
nounce all the prefixes in their table to the Route Views
server. Therefore, we use Route Views server’s routing
table size to indicate a typical routing table size through-
out this paper. Furthermore, al of measurement data in
this paper are derived from Route Views server’'s BGP
routing tables from November 1997 to December 2000.

x 10"

-# - Route View servers
AS 1239 (Sprint)
-+ AS 3561 (C&W USA)
-G - AS 3333 (RIPE Europeans)

12

10y

11/97 05/98 11/98 05/99 11/99 05/00 11/00
Time

Fig. 4. Routing table size from different views

A. Multi-homing

Many ASes connect to more than one provider for
the purpose of fault tolerance. Multi-homing may create
“holes’ in the routing table. A hole is an address block
that is contained in another announced address block but
is announced separately. If a multi-homed AS originates
a prefix, p, that is contained in a prefix announced from
one of its providers, then p has to be announced to the
Internet by one of the multi-homed AS' providers for
the purpose of fault tolerance as explained in Section
[1-C. On the other hand, if an AS is single-homed, it
is not necessary that the AS announces the prefix be-
yond its providers. Therefore, we can evaluate the extent
that multi-homing contributes to the routing table size
by identifying multi-homed prefixes, i.e., prefixes that are
originated by amulti-homed ASand contained in the pre-
fixes originated by one of its providers. Formally, prefix

p1 contains prefix po if and only if len(pe) > len(p;) and
addr(py) /232~ ten(P1) = addr(p,) /232~ ten(P1) | Prefix p
is amulti-homed prefix if and only if p € Prefiz(u), u
isamulti-homed AS, and J¢, v such that ¢ € Prefiz(v)
and v € Provider(u) and ¢q contains p. Figure 5 plots
the total number of prefixes and the number of prefixes
that are not multi-homed prefixes over the last three years
on the Route Views router. The number of multi-homed
prefixes is on the rise and multi-homing introduces ap-
proximately 20 — 30% more prefixes.

x 10"

= All prefixes
=% . Prefixes excluding those introduced by Multi-homing

12

101

- 4
o-o-o"
6 1) . '.,(
’:' - “.W“:M

¥ kg

11/97 05/98 11/98 05/99 11/99 05/00 11/00
Time

Fig. 5. Contribution of multi-homing to routing table size

Although multi-homing increases the routing table size
significantly, it cannot be eliminated. Multi-homing is
necessary to ensure the reliability of the Internet con-
nection. Failure to aggregate, on the other hand, can be
avoided by making aggregation mandatory. We address
the extent of failure to aggregate in the next subsection.

B. Failureto Aggregate

Some AS may fail to aggregate its aggregatable pre-
fixes even though no load balancing is performed among
those prefixes. In order to understand to what extent that
failure to aggregate contributes to the routing table size,
we aggregate all aggregatable prefixes that are originated
by the same AS and are announced identically. First, we
classify prefixesinto prefix clusters, in each of which pre-
fixes are announced identically. Formally, a prefix clus-
ter isamaximal set of prefixes whose routing table en-
tries are the same in the Route Views server’s routing
table. That is, two prefixes, p; and po, belong to the
same prefix cluster if and only if RouteEntry,(p1) =
RouteEntry,(p2) for Route View server v. Note that al-
though the Route View server has a limited view of the
Internet, it does have a good sample of routes since it
peers with many tier-1 | SPs.



Second, we perform aggregation for prefixes from the
same prefix cluster iteratively as follows. Initialy, we
remove all prefixes that are contained in another prefix.
That is, al prefixes contained in a prefix, p, are aggre-
gated by prefix p. In each iteration, we first sort all
prefixes in an increasing order of their addresses. We
then aggregate each pair of consecutive prefixes that is
aggregatable. A pair of consecutive prefixes, p, and
po, are aggregatable if and only if len(p;) = len(p2),
addr(py) /232 ten(P1) 11 = addr(py) /232 teP2), and
addr(py) %233~ ten(r1) = (. The aggregated prefix has
the address of p; and the length of p; minus 1. We re-
peat the iteration until no aggregation can be performed.
The total number of prefixes after the aggregation is the
number of prefixes excluding those that are introduced
by failure to aggregate. Figure 6 plots the number of pre-
fixes and the number of prefixes excluding those that are
introduced by failure to aggregate. We observe from the
figure that approximately 15 — 20% prefixes could be ag-
gregated beyond what network operators have done.

x 10"

= All prefixes
=% ' Prefixes excluding those introduced
by failure to aggregate
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11/97 05/98 11/98 05/99 11/99 05/00 11/00
Time

Fig. 6. Contribution of failure-to-aggregate to routing table
size

C. Load Balancing

Failure to aggregate introduces more prefixes since
an AS does not aggregate its aggregatable prefixes even
though those prefixes are announced identically. Another
reason that route aggregation cannot be performed for
prefixes originated by the same AS is load balancing.
Two aggregatable prefixes might not be aggregated since
they are announced differently. To quantify the effect of
load balancing on the routing table size, we first com-
pute the number of prefixes resulting from aggregating
al aggregatabl e prefixes originated by the same ASinde-
pendent of whether those prefixes are announced identi-

6

cally or not. That is, we perform aggregation for prefixes
from the same AS iteratively as shown in Section I11-B.
We compare the total number of prefixes after the aggre-
gation with the number of prefixes excluding those intro-
duced by failure to aggregate. The difference between the
two numbers quantifies that load balancing contributes
to routing table size. We plot the two numbers and the
number of prefixes in Figure 7. It is observed from the
figure that the load balancing introducing an additional
20 — 25% more prefixes.
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Prefixes excluding those introduced

by failure to aggregate

Prefixes excluding those introduced

by failure to aggregate and load balancing
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Time

Fig. 7. Contribution of load balancing to routing table size

D. Address Fragmentation

Both multi-homing and load balancing are necessary
trend of the Internet. Although it is possible to eliminate
the prefixes that are dueto failure to aggregate, the reduc-
tion on the routing table size is not significant. We con-
jecture that thisis due to the address fragmentation. Since
all of the prefixes within the same prefix cluster are an-
nounced identically, asingle routing table entry would be
sufficient for them if these prefixes could be represented
by one prefix cluster. However, the Internet addresses
covered by these prefixes may not be summarized by one
prefix due to either failure to aggregation or address frag-
mentation. In this section, we investigate the effect of
address fragmentation by comparing the number of pre-
fixes excluding those contributed by failure to aggregate
with the number of prefix clusters.

We plot the number of prefix clustersin Figure 8. The
number of prefix clusters is only about 1/5 of the size
of current routing table. The contribution of the address
fragmentation to the routing table size is the gap between
the number of prefixes excluding those introduced by
failure to aggregate and the number of prefix clusters. It
is suggested by the plot that address fragmentation con-



tributes to more than 75% of the routing table size and is
the most significant factor.
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Fig. 8. Contribution of address fragmentation to routing table
size

IV. EFFECT OF LOAD BALANCING ON THE NUMBER
OF PREFIX CLUSTERS

We have learned from Section Il1 that the number of
prefix clusters is significantly less than the size of rout-
ing table. In this section, we first show the extent that
load balancing contributes to the number of prefix clus-
ters. We then investigate the extent that load balancing is
performed on the ASlevel.

A. Contribution of Load Balancing to the Number of Pre-
fix Clusters

To quantify the effect of load balancing, we first de-
termine the number of prefix clusters required under the
assumption that no load balancing is performed. Aswe
described in Section I11-B, a prefix cluster includes all
prefixes that are announced identically. Prefixes origi-
nated by different ASesbelong to different prefix clusters
since they are announced with different ASpaths. That is,
thereis at least one prefix cluster from each AS. AS per-
forms If no AS perform load balancing, there are at most
one prefix cluster from each AS. Therefore, the number
of prefix clusters is the number of ASesin the BGP rout-
ing table under the assumption that no load balancing is
performed. We plot both the number of prefix clusters
and the number of prefix clusters if no load balancing is
performed in Figure 9. The effect of load balancing on
the number of prefix clusters is characterized by the dif-
ference between the two plots. It is observed from the
figure that load balancing contributes more than 70% of
the prefix clusters.
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Fig. 9. Contribution of load balancing to the number of prefix
clusters

We have observed that load balancing significantly
contributes to the total number of prefix clusters. In the
next subsection, we examine the extent that load balanc-
ing is performed at the AS level.

B. Extent of Load Balancing

To understand the extent that load balancing is per-
formed at the ASlevel, wefirst show the fraction of ASes
that do not perform load balancing. The number of ASes
that do not perform load balancing is the number of ASes
that originate one prefix cluster. Figure 10 plots the frac-
tion of ASesthat did not perform load balancing over the
last three years. We observe from the figure that approx-
imately 50% of ASes do not perform any load balanc-
ing and that this fraction has remained relatively constant
over time.
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Fig. 10. Thefraction of ASesthat do not performload balanc-
ing

We then show the extent of load balancing for those



ASes that do perform load balancing. To this end, we
compute the fraction of aggressive-LB A Sesamong those
ASes that perform load balancing. An aggressive-LB AS
isan AS on which load balancing is performed beyond
thelast hop, i.e., two prefix clusters originated by the AS
use the same last hop but use different AS-level hop be-
fore the last hop. Since the last hop ASisthe provider or
peer of the AS, we classify the an AS as an aggressive-
LB ASif the total number of providers and peers of the
AS is less than the number of prefix clusters originated
by the AS. That is, an AS u is an aggressive-LB AS
if |Provider(u)| + |Peer(u)| < the number of prefix
clusters originated by . The fraction of aggressive-LB
ASes among the ASes that perform load balancing gives
alower bound on the fraction of ASes on which load bal-
ancing is performed beyond the last hop. We plot the
fraction of aggressive-LB ASes in Figure 11. The fig-
ure suggests that there are around 60% ASes on which
load balancing is performed beyond the last hop and and
this fraction has been relatively constant over time. We
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Fig. 11. Thefraction of aggresive-LB ASes

see that both the fraction of ASes that do not perform
load balancing and of ASes that perform load balancing
beyond the last hop is relatively constant over time. This
leads us to conjecture that the number of prefix clustersis
asimple function of the number ASes over time. To pre-
dict the growth of the number of prefixes and the number
of prefix clusters, we explore the use of power law ap-
proximations to predict the number of prefixes and the
number of prefix clusters in the next section. We will see
that the number of prefix clusters grow much slower than
the number of prefixes.

V. PREDICTING ROUTING TABLE SIZE AND THE
NUMBER OF PREFIX CLUSTER

Power laws have been observed in the Internet topol-
ogy [13]. In this section, we first demonstrate power law
approximations on the number of prefixes and the num-
ber of prefix clusters. That is, both the number of ASes
containing at least d prefixes and the number of ASes
containing at least d prefix clusters can be approximated
by power laws. We then use the power laws to estimate
the total number prefixes and the total number of prefix
clusters given the number of ASes.

Let FPrefiz(q) and Fe99me9ete(d) denote the number
of ASes containing at least d prefixes and prefix clusters
respectively. We plot FP7¢/%(d) in log-log scale in Fig-
ure 12 and Fe997e99t¢(q) in log-log scale in Figure 13.
In order to present the power laws, we use linear regres-
sion to fit aline in a set of two-dimensional points. The
technique is based on the | east-square errors method. The
validity of the power law is indicated by the correlation
coefficient which is a number between —1.0 and 1.0. A
correlation coefficient of 1.0 or —1.0 indicates the per-
fect linear correlation, i.e., the data points form a line.
The dashed lines in the graphs are the results of the linear
regression and the correlation coefficient for each linear
regression are shown in the graph. We observe that all
plots are approximately linear except for a small number
of outliers on both the |eft side and the right side of each
figure.

Thisleads to the following power law approximations.
Power-Law on the number of prefixes
The number of ASesthat contains at least d prefixesisap-
proximately proportional to d to the power of a constant,
a:

Fprefix(d) x d® (1)

where the prefix exponent « is the slope of the plot of
Frrefiz(q) versus d in log-log scale.

Power-Law on the number of prefix clusters

The number of ASes that contains at least d prefix clus-
tersis approximately proportional to d to the power of a
constant, 3:

Faggregate(d) x dﬁ (2)

where the prefix cluster exponent 5 isthe slope of the plot
of Fag9regate(d) versus d in log-log scale.

Note that the power law is only one of the possible ap-
proximations to the curves in Figure 12 and Figure 13.
We are investigating better approximations that will ac-
count for the outliers and that will allow us provide more
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accurate prediction on the number of prefix and prefix
clusters

We plot the exponents of prefix power laws and the ex-
ponent of prefix cluster power laws over the past three
yearsin Figures 14 and 15 respectively. We observe that
the values of the exponents have changed very slowly
over thistime period and have remained constant over the
past two years. Note we exclude a small number of out-
liers ASesin each routing table when we compute power
law exponents. Specifically, let Frequency(d) be the
number of ASes that contain d prefixes (or prefix clus-
ters). We only include those ASes that contain d pre-
fix(prefix cluster) where d starts from 1 to the minimum
value of n such that Frequency(n) = 1. Thisresultsin
the exclusion of fewer than 1% ASes.

If werequire that only one AS originates the maximum
number of prefixes or prefix clusters (this is observed
from the routing table of the Route Views server), we
can approximate the number of prefixes (prefix clusters)
given the number of ASes and the power law exponents.
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Fig. 14. Prefix exponents

Approximation 1. The total number of prefixes, P,
within a routing table can be estimated as a function of
the total number of ASes, NV, and the prefix exponent, «,
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asfollows:

pmax

P:NZda
d=1

where ppas = N1/,

Approximation 2: The total number of prefix clusters,
S, within a routing table can be estimated as a function
of the total number of ASes, NV, and the prefix exponent,
B, asfollows:

3)

Smaw

S=N) d
d=1

where s,,4: = N~1/5.

We now show how to obtain Approximation 1; Approxi-
mation 2 can be obtained similarly.

According to the power law, we have

(4)

Fprefix(d) — Cprefi:vda- (5)
We know that Fprefi:v(]_) = N. That is, Cprefix = N.
Therefore,

FPrelie(q) = Nd®, (6)

Let py,q. denote the maximum number of prefixesthat an
AS originates. To derive p,,q., We use the fact that there
is only one AS that originates the maximum number of
prefixes. We have FPrefi(p, ) = 1 and obtain
1/a

Pmazx = N~ (7)
The total number of prefixesis

Pmazx

P =Y dFrreli(d) — Frefitd 1)) =N Y d®
d=1

=1
(8)

Pmaz

10

We compare the number of prefixes (or prefix clusters)
derived from Approximation 1 (or 2) with the actual num-
ber of prefixes (or prefix cluster). The estimated number
of prefixes differs by 5% to 15% from the actual number
of prefixes and the estimated number of prefix clusters
differs by 8% to 20% from the actual number of prefix
clusters.

We can use these approximations to predict the trend
of the routing table growth as well as the growth of the
number of prefix clusters. Before providing any details,
we mention that the prefix growth and the prefix clus-
ter growth are due to many factors, it is very difficult
to predict their growth very accurately by only knowing
two metrics. However, we believe that our approxima-
tions are sufficiently accurate to allow us to understand
the growth trend of prefixes and prefix clusters.

It is observed that the exponents of power laws have
been practically constant for the past two years. More
precisely, the median of the exponents of the power laws
on prefixes is —0.95 during past two years and al the
prefix exponents are within 8% of the median. The me-
dian of the exponents of the power law on prefix clusters
is —2.06 during past two years and all the prefix cluster
exponents are within 10% of the median. Since the expo-
nents have not changed much over the past two years, itis
reasonable to assume that the exponents will not change
significantly in the near future unless there are significant
changes on the Internet architecture. Assumethat the pre-
fix exponent is —0.95 and the route aggregate exponent
is —2.06. The number of ASes is bounded by 2!6 since
AS number is only 16 bit long. We estimate the total
number of prefixes and prefix clusters when the number
of ASesis between 1000 and 64,000 in Figure 16. Note
that if N = 10,000, then our approximations conclude
that P/N = 13 and S/N = 1.5838. If N = 64000,
then our approximations conclude that P/N = 16.38 and
S/N = 1.5889. In general, S/N is close to a constant
when N is sufficient large whereas P/N grows larger
as N grows. This suggests that the routing table grows
faster than the number of prefix clusters.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we first investigated the extent that var-
ious factors contribute to the routing table size. Among
multi-homing, failure to aggregate, load balancing, and
address fragmentation, address fragmentation contributes
the most to the routing table size. Thisled usto introduce
the concept of prefix cluster, aset of prefixes that are an-
nounced identically, and present the extent that load bal-
ancing contributes to the number of prefix clusters. We
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then study the growth pattern of the routing table. By
observing power laws on the number of prefixes and the
number of prefix clusters, we predict the number of pre-
fixes and the number of prefix clusters given the number
of ASes. The prediction suggests that the number of pre-
fix clusters grows more slowly than the number of pre-
fixes.

Severa interesting topics remain to be studied in the
future. First, thiswork is done based on the routing table
collected by the Route Views server. We would like to
see whether our conclusions are valid from other routers
view. Second, the large discrepancy between the num-
ber of prefixes and the number of prefix clusters suggests
that it might be beneficia to propose an extension of the
current routing protocol. The key idea is to use prefix
clustersinstead of prefixes to identify the route whenever
possible. By pushing a prefix cluster identifier to an IP
packet by an ingress domain and adding a prefix clus-
ter identifier to a route announcement, we can effectively
use the prefix cluster as an index for packet forwarding.
Since matching aprefix cluster identifier does not require
longest prefix matching, we can increase the packet for-
warding speed. Similar to pushing an Multiple Proto-
col Label Switching (MPLS) [14] header, we can push
a prefix cluster identifier to an IP packet. This “end-to-
end MPLS" might “solve” some of the route-aggregation
problems we discovered in this paper. The proposal on
extending the current routing protocol is preliminary. As
apart of our future work, we will investigate how MPLS
could be exploited to implement prefix clusters, design
the extended protocol and build a prototype to evaluate
the performance.
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